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A B S T R A C T   

Machine learning approaches have been used to develop suicide attempt predictive models recently and have 
been shown to have a good performance. However, those proposed models have difficulty interpreting and 
understanding why an individual has suicidal attempts. To overcome this issue, the identification of features such 
as risk factors in predicting suicide attempts is important for clinicians to make decisions. Therefore, the aim of 
this study is to propose an explainable predictive model to predict and analyse the importance of features for 
suicide attempts. This model can also provide explanations to improve the clinical understanding of suicide 
attempts. Two complex ensemble learning models, namely Random Forest and Gradient Boosting with an 
explanatory model (SHapley Additive exPlanations (SHAP)) have been constructed. The models are used for 
predictive interpretation and understanding of the importance of the features. The experiment shows that both 
models with SHAP are able to interpret and understand the nature of an individual’s predictions with suicide 
attempts. However, compared with Random Forest, the results show that Gradient Boosting with SHAP achieves 
higher accuracy and the analyses found that history of suicide attempts, suicidal ideation, and ethnicity as the 
main predictors for suicide attempts.   

1. Introduction 

Suicide is a major public health problem and one of the leading 
causes of death worldwide. It is estimated that nearly one million people 
have died by suicide, and the number of suicide attempts has recently 
been estimated to be ten to twenty times higher (Franklin et al., 2017; 
O’Connor and Nock, 2014). Accurately predicting or identifying in-
dividuals at risk for future suicide attempts is a major challenge in 
psychiatry and particularly in patients with depression. Many studies 
have used conventional approaches to identify clinical risk factors that 
might help suicide risk in depression (Ahmed et al., 2017; Chan et al., 
2011). However, these efforts have been mostly unsuccessful, and have 
resulted in many false positives or inconsistent findings across studies 
(Velupillai et al., 2019). The development of a multivariate or statistical 
framework that successfully incorporates the role of potential clinical 

and non-clinical risk factors could allow for accurate prediction of an 
individual’s suicide attempt risk. If we are able to predict suicide risk at 
the individual level, we can undoubtedly improve efforts to reduce 
suicide attempts among high-risk patients in the general population 
(Boudreaux et al., 2021). 

The causes of suicidal behaviour are complex and predicting suicide 
attempters and non-suicide attempters is a challenging classification 
problem involving the simultaneous presence of many potential risk 
factors such as psychological, biological, and environmental factors 
(Burke et al., 2019). In conjunction with recent advances in the field of 
artificial intelligence, there is increasing research on the application of 
machine learning to assist in the detection, prediction and treatment of 
suicidal behaviours, including suicidal ideations, suicidal attempts and 
self-harms (Dwyer et al., 2018). Several types of machine learning have 
been proposed to develop a predictive model for suicide attempts. 
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Machine learning models are constructed to consider the complex re-
lationships of risk factors to determine an ideal prediction model (Burke 
et al., 2020; Jung et al., 2019; Walsh et al., 2017). However, due to the 
complexity and dynamic characteristics of suicide attempts, it remains 
challenging to develop a universal predictive model that analyses and 
explains the risk factors for an individual. In fact, the complex machine 
learning models currently being developed are not able to provide a 
well-explained and interpretable prediction for decision efficiency 
(Kessler et al., 2020; Ryu et al., 2018). 

The lack of interpretability becomes a challenging issue when the 
machine learning models are entrusted with the power to make clinical 
decisions that affect people’s well-being (Knapič et al., 2021). To over-
come this issue, explainable artificial intelligence (XAI) methods have 
been introduced to make the decision-making process of complex ma-
chine learning models more understandable to humans. The 
model-agnostic technique is one of the XAI methods specifically for 
model-related explainability, which is used on the machine learning 
model to provide post-hoc explanations (Abdullah et al., 2021). 
Although this model-agnostic is popular for feature-based XAI methods, 
there is still much to understand before the model can be adopted for 
clinical applicability. Therefore, the aim of this study is to propose an 
explainable predictive model for suicide attempt prediction to analyse 
feature importance and provide explanations to improve clinical un-
derstanding of suicide attempt risk prediction. We have focused on the 
prediction of suicide attempts using two ensemble machine learning 
models: random forest and gradient boosting, with Shapley Additive 
Explanations (SHAP Value), a model-agnostic method to analyse the 
importance of features that have a direct impact on the prediction of 
suicide attempt. 

The paper is organized as follows: Section 2 presents the related 
works on the current approaches of suicide attempt prediction models. 
Section 3 discusses the proposed explainable predictive model and 
Section 4 presents the results and discussions of the proposed model, and 
finally, Section 5 summarizes the conclusion with future developments. 

2. Related works 

Research in clinical psychology and psychiatry has recently begun to 
use data mining and machine learning techniques to overcome the 
limitation of conventional statistical techniques (Bernert et al., 2020; 
Dwyer et al., 2018). Machine learning techniques are useful in classi-
fying large numbers of patients into general risk categories and identi-
fying potentially at-risk patients whose suicidality might otherwise have 
gone undetected (Fonseka et al., 2019). Edgcomb et al. (2021) proposed 
a classification and regression tree (CART) for predicting suicidal 
behaviour and self-injury in adults with serious mental illness. The 

results showed that CART is able to predict the risk of suicide attempt 
with good performance (accuracy – 0.80, AUC = 0.86, sensitivity =
0.79, specificity = 0.81). In a recent study by Kim et al. (2021), they 
compare random forest with k-Nearest Neighbours for detecting suicide 
risk in college students and the results show that random forest performs 
well (precision = 0.953). 

Besides that, Navarro et al. (2021) proposed a model for suicide at-
tempts in young people using random forest, while Cho et al. (2021) 
proposed the same technique for suicides in the elderly. Both studies 
highlighted the good performance of both random forest models in 
terms of specificity (0.76 – 0.833) and AUC (0.76 – 0.818). Ensemble 
prediction models such as boosting, bagging, random forest, and voting 
were found to perform better compared to a single prediction model 
such as decision tree, logistic regression and k-nearest neigbors (Nordin 
et al., 2021; Walsh et al., 2017). Although these studies are able to 
achieve good predictive performance, the contribution of the features to 
the predictions is not explained. Furthermore, due to the complexity of 
the ensemble models which are known to be black boxes that lack 
interpretability and explainability, it is almost impossible to understand 
the predictions (Boudreaux et al., 2021; Kessler et al., 2020; Ryu et al., 
2018). 

Explainable artificial intelligence (XAI) is defined as a method in the 
application of artificial intelligence such that the results of the predic-
tion can be understood by human experts (Amann et al., 2020). Ac-
cording to Belle (Belle and Papantonis, 2021), explainability approaches 
are classified into transparent model and opaque model. Transparent 
machine learning models refer to models that can be easily interpreted 
and understandable by itself such as linear regression, logistic regres-
sion, decision tree, k-nearest neigbors and Bayesian model. Opaque 
machine learning models generally refers to the models that are difficult 
to interpret and understand but achieves higher accuracy such as 
random forest, artificial neural network, and support vector machine. In 
the opaque models, post-hoc explainability methods are introduced to 
understand how an already developed machine learning model produces 
its predictions for any given input (Barredo Arrieta et al., 2020). The 
post-hoc explainability methods can be categorized into model-specific 
and model-agnostic. 

Model-specific refers to methods that are designed to explain and 
exploit the parameters based on their internal mechanisms such as 
structure or weights, and cannot readily be transferable to other models 
while the model-agnostic refers to methods that extract post-hoc ex-
planations (explanations that are generated after the model has been 
trained) by treating the original model as a black box and not dependent 
on the structure of internal models (Belle and Papantonis, 2021). This 
study focused on the model-agnostic methods due to the model, expla-
nation and representation flexibility (Ribeiro et al., 2016). Several 

Fig. 1. Explainable predictive model for suicide attempt using Shapley Additive Explanations (SHAP).  
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model-agnostic methods are Local Interpretable Model-Agnostic Expla-
nation (LIME; (Ribeiro et al., 2016)), Anchors (Ribeiro et al., 2018) and 
Shapley Additive Explanation (SHAP; (Lundberg and Lee, 2017)). 
However, LIME and Anchors have drawbacks where the result of those 
methods are unstable generated explanations and sensitive to the 
dimensionality of the dataset (Sahakyan et al., 2021). This is because 
LIME and Anchors generates explanation based on random perturba-
tions and when the number of features is increased, the local explanation 
is unable to discriminate the relevant features, which may provide poor 
performance and missing out on important features (Zafar and Khan, 
2021). 

Therefore, Shapley Additive exPlanation (SHAP) was introduced by 
Lundberg and Lee (2017) to overcome the problems. SHAP is a 
model-agnostic method that is based on game-theory inspired that at-
tempts to enhance interpretability by computing the importance values 
for each feature for individual predictions. The SHAP calculates an ad-
ditive feature importance score for each particular prediction that 
maintains three desirable properties: missingness, consistency and local 
accuracy (Linardatos et al., 2020). The SHAP is good at explaining and 
displaying how a feature value contributes to the prediction using SHAP 
values. The SHAP values provide a dynamic view of the effects of the 
interaction between the features to determine the probability of risk and 
the role of each feature on the individual level. In addition, the SHAP 
offers the possibility to visualize and explain the features responsible for 
the prediction at both local and global explanations (Abdullah et al., 
2021; Belle and Papantonis, 2021). Therefore, the main contribution of 
this study is to propose an explainable model for predicting suicide at-
tempts as well as provide clinicians with explanations of why a certain 
prediction is made and to analyse which risk factors lead to this pre-
diction using the ensemble learning model and SHAP. 

3. Method 

Fig. 1 illustrates the proposed explainable predictive model for pre-
dicting suicide attempts. The proposed model provides explanations to 
improve the clinical understanding of risk prediction of suicide at-
tempts. The clinical research data are obtained from a psychiatrist and 
the data are pre-processed to develop the predictive models. Two 
ensemble learning models (Random Forest and Gradient Boosting) are 
constructed, and then, the explanatory model (SHAP) is used to analyse 
the significance of the features and provide explanations of the pre-
dictions for clinicians’ decision-making. 

3.1. Data collection and data pre-processing 

The study was conducted using clinical research data from the aca-
demic medical centre in Malaysia. The dataset consists of 75 psychiatric 
inpatients with depressive disorders (Chan et al., 2011). The dataset 
contains 18 variables including demographic, and clinical information 
about the patients as shown in Table 1. These features are used to train 
the proposed predictive model. There are no missing values in the 
dataset and the numerical data were normalized to a range of 0–1. 

The features are assessed by clinicians using several instruments and 
measures. Patients were interviewed by clinicians using the Structured 
Clinical Interview for DSM-IV Axis-I Disorders, Clinical Version (SCID-I/ 
CV). Substance use disorders and anxiety disorders were also assessed 
using the Axis-I diagnoses. In addition, the severity of depression was 
measured using the Beck Depression Inventory (BDI), while suicidal 
ideation was assessed using the Scale for Suicidal Ideation (SSI). 

This study focuses on a specific group of patients with depressive 
disorders. It includes 75 people aged 18–76 years and consists of 33 
males (44%) and 42 females (56%). The majority of patients were 
Chinese (40%), followed by Malays (28%) and Indians (17%). The pa-
tients were mainly married with 50 patients (66.7%) and 25 patients 
(33.3%) non-married (single, divorced, separated, widowed). From the 
descriptive analysis, 32 patients (42.7%) had attempted suicide in the 
past and 56 patients (74.7%) reported having suicidal ideation. In 
addition, 36 patients (48%) were found to have been hospitalized in the 
past. 

3.2. Machine learning models 

We build two ensemble learning models that are widely accepted in 
healthcare which are Random Forest and Gradient Boosting (Navarro 
et al., 2021; Walsh et al., 2017) for suicide attempt prediction. Random 
Forest is the state-of-the-art ensemble learning model, and it is an 
extension of bagging. The main difference is the incorporation of ran-
domized feature selection (Zhou, 2012). When constructing a large 
number of decision trees, Random Forest first randomly selects a subset 
of features at each split selection step and then performs the usual split 
selection procedure within the selected subset of features (Alpaydin, 
2010). Gradient boosting is a boosting model in which a strong model is 
built by combining weaker models in sequence. The collection of the 
weak models forms a robust classification model. Gradient boosting is a 
useful and powerful algorithm for building predictive models because it 
provides more accurate results and performs the optimization in func-
tion space, which makes the use of custom loss functions easier (Kant-
ardzic, 2019). 

3.3. Shapley Additive Explanations (SHAP) 

We used machine learning-based feature importance methods to 
understand the importance of the features and provide an explanation of 
the complex models to the model’s prediction. We want to know which 
risk factors (features) have the highest association with the outcome 
(suicide attempts). SHapley Additive exPlanations (SHAP) is a model- 
agnostic explanation that assigns an importance value to each input 
feature for a given prediction. SHAP is based on the principles of 
cooperative game theory and the importance value obtained by proba-
bilistically calculating the contribution of players in the game to the 
final game outcome using the Shapley value (Lundberg and Lee, 2017). 
By formulating the features as players in a coalition game, the Shapley 
values can be calculated to learn to distribute the pay-out fairly. In this 
context, the players are the features that have been used in the predic-
tive model. The interaction between features is considered a ‘team’ of 
features, with each feature being a member of the team responsible for 
driving the overall prediction. Therefore, the Shapley value is used and 
defined as the average marginal contribution of an instance of a feature 
among all possible coalitions (combinations) of features. 

Table 1 
Dataset description.  

Data category Data items (risk factors) Values 

Demographic Gender 0 – Male, 1 – Female 
Ethnicity/Race 0 – Malay, 1 – Chinese, 2 - Indian 
Religion 0 – Muslim, 1 – Buddhist, 2 – 

Hindu, 3 - Christian 
Marital status 0 – Unmarried, 1 – Married 

Clinical 
information 

Psychotic features 0 – No, 1 – Yes 
Melancholic features 0 – No, 1 – Yes 
Suicidal ideation 0 – No, 1 – Yes 
Anxiety disorder 0 – No, 1 – Yes 
Severity of depression 0 – Mild, 1 – Moderate, 2 – Severe 
Medical problem 0 – No, 1 – Yes 
Nicotine dependence 0 – No, 1 – Yes 
Alcohol abuse 0 – No, 1 – Yes 
Any substance abuse 0 – No, 1 – Yes 
Sexual abuse 0 – No, 1 – Yes 
Mood stabilizer 0 – No, 1 – Yes 
History of hospitalization 0 – No, 1 – Yes 
Past suicide attempts 0 – No, 1 – Yes 
Family history of suicide 
attempts 

0 – No, 1 – Yes  
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In the context of suicide attempt prediction, a set of risk factors or 
features age (f1), gender (f2), and depression 

(
f3
)

is known to classify an 
individual with suicide attempts. To distribute the classification of an 
individual fairly, it is intended to measure the contribution of each risk 
factor, that is, the Shapley value of every risk factor. To calculate the 
Shapley value of a given risk factor, the difference between the classi-
fication that is generated when the risk factor is present is calculated 
with respect to the classification that is generated when the risk factor is 
absent. The difference is known as the marginal contribution of the 
given risk factor to the current coalition. The calculation is done for each 
coalition (subgroup) that are generated where the risk factor that is able 
to classify an individual with suicide attempt is present. The mean of the 
differences (average marginal contribution) in all coalitions is obtained, 
which is known as the Shapley value. 

The calculation of Shapley value in SHAP is shown in Eq. (1) where 
the features are used to calculate the ratio of the contribution of a spe-
cific feature based on the weight of the contribution of all features 
(Lundberg and Lee, 2017). 

∅f (x) =
∑

s⫅F\f

[

|s| ×

(
|F|
|s|

)]− 1

C (1)  

where ∅ denotes for shapley value of feature, f with x is the observation 
(prediction task), s is the subset of features, F is full set of features 
available (the number of elements of the original set) and C is the 
marginal contribution value of adding the feature, f to that subset which 
is calculated by Eq. (2): 

C = [x(s ∪ f ) − x(s)] (2)  

where x(s ∪ f) is the subset that includes features in s with feature f , and 
x(s) is the subset without feature, f . 

SHAP values are based on the outcome of each possible coalition of 
features that should be considered to determine the importance of a 
single feature. The coalition is created based on the cardinality of a 
power set is 2F . For example, if we have three features (f1, f2, f3), the 
possible coalitions of features is 23 = 8, which means there are 8 
possible coalitions. Since x is the observation (prediction task) and we 
take f2 feature as an example on how to compute the SHAP value. The 
marginal contribution by f2 feature to the prediction model containing 
only f2 as a feature which is shown in the following formula. 

Cf2 , {f2 }(x) = (x)(s ∪ f2 ) − (x)(s)

In order to obtain the overall effect of f2 on the final prediction 
model, the marginal contribution of f2 in all the possible coalitions, s 
where f2 is presence are needed. All the marginal contributions of f2 

are then aggregated through a weighted average using the formula; 

∅f2 (x) = w1 × Cf2 , {f2 }(x)+w2

× Cf2 , {f2 ,f1 }(x)+ w3

× Cf2 , {f2 ,f3 }(x)+ w4 × Cf2 , {f2 ,f1 ,f3}(x)

Where w1 + w2 +w3 +w4 = 1. All the weights of marginal contribution 
to f-feature should equal to each other, for each f which means that the 
sum of the weights of all the marginal contributions to one-feature- 
models is equal to the sum of the weights of all the marginal contribu-
tions to two-feature-models. Therefore, we calculate the SHAP value of 
f2 for prediction of an individual with suicide attempt: 

∅f2 (x) =
[(

1 ×

(
3
1

))]
− 1

× Cf2 , {f2 }(x)+
[(

2 ×

(
3
2

))]
− 1

× Cf2 , {f2 ,f1 }(x)+
[(

2 ×

(
3
2

))]
− 1

× Cf2 , {f2 ,f3 }(x)+
[(

3 ×

(
3
3

))]
− 1

× Cf2 , {f2 ,f1 ,f3}(x)

The SHAP value of each feature for suicide attempt prediction are 
calculated based on the equation given to determine the contribution of 
each feature. 

Three cross-validation was used to evaluate the predictive models to 
increase the generalization of the model and to avoid overfitting because 
the number of samples is limited (Nordin et al., 2021). The analysis was 
conducted entirely in the Python programming language (version 3.0) 
for the development of the proposed model. The performance of two 
ensemble learning models was evaluated based on the accuracy, speci-
ficity, sensitivity and AUPRC for predicting the classes (non-suicide 
attempter and suicide attempter). 

4. Results and discussion 

4.1. Model performance analysis 

A dataset containing information of 75 patients is used to develop the 
proposed ensemble models using machine learning approaches. Table 2 
shows the performance of each machine learning model in classifying 
suicide attempters and non-suicide attempters. Gradient boosting ach-
ieved the highest accuracy of 0.86, while random forest achieved a 
slightly lower accuracy of 0.84. The values for precision and specificity 
of the two ensemble predictive models ranged from 0.84 to 0.85 and 
0.82–0.83, respectively. The sensitivity of the test indicates that the 
proportion of individuals who attempted suicide will have a positive 
result, which means that gradient boosting is good for identifying sui-
cide attempters if the suicide attempters have a positive test (0.85). In 
addition, the area under precision-recall curve (AUPRC) also shows that 
gradient boosting is able to classify individuals with suicidal attempts 
with 0.84 compared to 0.83 for random forest. 

4.2. Feature importance and interpretability of personalized suicide 
attempt risk prediction 

The relative contribution of predictive factors to suicide attempt risk 
was assessed using a predictive model (random forest & gradient 
boosting) and the outcomes affecting the predictive model using the 
SHAP explainer were integrated. We calculate the mean SHAP values of 
random forest and gradient boosting to explain and compare the influ-
ence of the features. SHAP values are useful to show the contribution of 
each feature to an individual prediction (Peng et al., 2021; Ward et al., 
2021). Fig. 2 and Fig. 3 show the feature impacts across all patients for 
the 18 features where each point indicates the impact of the feature on 
the samples. 

The horizontal axis (x-axis) represents the SHAP value, which 

Table 2 
Performance model for predictive modeling of suicide attempts.  

Classification Random Forest Gradient Boosting 

Accuracy 0.84 0.86 
Precision 0.84 0.85 
Specificity 0.82 0.83 
Sensitivity 0.84 0.85 
AUPRC (area under precision-recall curve) 0.83 0.84  
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denotes the average marginal contribution of the feature value to output 
across all possible coalitions. The SHAP value with less than 0 indicates a 
negative contribution, equal to 0 indicates no contribution, and greater 
than 0 indicates a positive contribution. Positive contribution means 
that the features have high importance to the final prediction, while the 
features that have the least important will lead to negative contribution. 
The features at the top contribute more to the model’s prediction than 
the bottom, and we can see that each feature is ordered according to its 
importance as shown in Fig. 2. The ‘history of suicide attempt’ feature is 
the most important and ‘mood stabilizer’ feature is the least important. 

The longitudinal axis (y-axis) has two coordinates, left and right. The left 
longitudinal coordinate represents the features ranked by importance in 
descending order, while the right longitudinal coordinate indicates the 
value of the features from low to high. The color shows whether the 
feature is high (in red) or low (blue) for prediction. For Fig. 2 and Fig. 3, 
it can be seen that a high level of history of suicide attempts has a high 
and positive impact on the prediction of suicide attempt risk. The most 
important features that are positively correlated with suicide attempt 
risk for random forest are the history of suicide attempt, suicidal idea-
tion, and severity of depression, as shown in Fig. 2. 

Fig. 2. Local explanation summary (averaged feature-importance) for the random forest.  

Fig. 3. Local explanation summary (averaged feature-importance) for gradient boosting.  
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In addition, the positively correlated and most important features for 
gradient boosting are history of suicide attempts, history of hospitali-
zation and suicidal ideation, as shown in Fig. 3. Each of these features 
has an impact on prediction. The high feature value is indicated by the 
red colour, and the positive impact is indicated on the x-axis of the SHAP 
value. 

To explain and interpret the prediction of suicide attempts in detail, 
we demonstrated and visualized an individual explanation of the model 
prediction using a force plot, as shown in Fig. 4 and Fig. 5. The force plot 
shows a prediction for two random patients, patient 6 and patient 7. The 
function f(x) is the output of the model (the predicted probability for 
this patient), and the base value follows the average of the model pre-
dictions. The features that increase (higher) the prediction are shown in 
red, while the features that decrease (lower) the prediction are shown in 
blue. In addition, the red features are right arrows, while the blue fea-
tures are left arrows. The size of the arrow represents the effect of the 
features. In Fig. 4, we see that patient 6 has a high probability of suicide 
attempts (0.68) because of the risk factors that increase the prediction, 
such as has history of suicide attempts, has family history of suicide 
attempt, has medical problems, has suicidal ideation and mild 
depression. 

In contrast to Fig. 4, patient 7 has a low probability of suicide at-
tempts. This is because the risk factors (features) shift the prediction 
from the base value (0.31) to the model output (0.17). This means that 
the patient has no history of suicide attempts, no medical problems, no 
alcohol abuse, and no anxiety disorder, although the patient does have 
suicidal ideation. 

Based on such individual explanations, we can make reliable de-
cisions and provide clinicians with detailed information about which 
individuals are at high risk of attempting suicide in the future. With the 
given complex features and predictors, this will help clinicians in giving 
treating the patients. In addition, the feature importance by the SHAP 
model has been shown to improve the understanding of model perfor-
mance compared to conventional machine learning models. The results 
of this study show that past suicide attempts, suicidal ideation, and race 
are the most important predictors of suicide attempts using random 
forest and gradient boosting. The predictor of suicidal ideation for sui-
cide attempts is consistent with the findings of the studies by Chan et al. 
(2011) and Shen et al. (2020). Chan et al. (2011) found that risk factors 
for suicide attempts in depressed patients were suicidal ideation and 
alcohol use disorders, while the study by Ibrahim et al. (2017) showed 
that depression and anxiety were positively correlated with suicidal 
ideation. 

Although suicidal ideation emerged as the most important predictor 
of suicide attempts, this study found that past suicide attempts and race 
were also important predictors of suicide attempts that were not 
discovered in previous studies (Mars et al., 2019; Walsh et al., 2018). For 
example, Mars et al. (2019) show that the strongest and most important 
predictors are suicidal thoughts and substance use disorders, and the 
Shen et al. (2020) study shows that suicide plans, anxiety, and 

depression were important contributors to suicide attempts. The ability 
of the SHAP model to explain the feature importance in local explana-
tion is useful and helpful for medical decision-making. 

Few studies have conducted predictive models for suicide attempts 
using machine learning approaches (Jung et al., 2019; Ryu et al., 2018; 
Walsh et al., 2017) and focused on accuracy in predicting an individual 
with suicidal behaviour. However, there are limitations to the prediction 
results using the corresponding predictive model, namely the reliability 
and transparency of the prediction result, which cannot be discovered 
due to an insufficient explanation of how the prediction was conducted 
for predicting suicide attempts. In this study, the SHAP value is proposed 
for the complex predictive model to predict the risk of suicide attempts 
by analysing the demographic and clinical factors. 

5. Conclusion 

In this study, we propose an explainable predictive model, that 
combines the complex models and the explanation model to reliably 
predict the risk of suicide attempts. A clinical dataset of patients with 
depression is used to evaluate the feasibility of the proposed model. The 
results show that gradient boosting achieves the best accuracy with 
0.86, compared to random forest (0.84). The explanatory results 
generated by the proposed model can identify and explain the risk fac-
tors for suicide attempts and improve the understanding of suicide 
attempt prediction. The most important predictors contributing to the 
predictions of suicide attempts are individuals with past suicide at-
tempts, and suicidal ideation. This study focuses on the value of 
explainable machine learning techniques in interpreting black-box 
models, which encourages the use of artificial intelligence in health-
care. Future research may focus on various machine learning models 
(decision tree, support vector machine, logistic regression) and inves-
tigate additional explainable machine learning techniques that can 
handle multicollinear features. 
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