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a b s t r a c t

Human Activity Recognition (HAR) is an essential task in various applications such as pervasive
healthcare, smart environment, and security and surveillance. The need to develop accurate HAR
systems has motivated researchers to propose various recognition models, feature extraction methods,
and datasets. A lot of comprehensive surveys have been done on vision-based HAR, while few surveys
have been done on sensor-based HAR. The few existing surveys on sensor-based HAR have focused on
reviewing various feature extraction methods, the adoption of deep learning in activity recognition, and
existing wearable acceleration sensors, among other areas. In recent times, state-of-the-art HAR models
have been developed using wearable sensors due to the numerous advantages it offers over other
modalities. However, one limitation of wearable sensors is the difficulty of annotating datasets during
or after collection, as it tends to be laborious, time-consuming, and expensive. For this reason, recent
state-of-the-art activity recognition models are being proposed using fully unlabelled datasets, an
approach which is described as unsupervised learning. However, no existing sensor-based HAR surveys
have focused on reviewing this recent adoption. To this end, this survey contributes by reviewing the
evolution of activity recognition models, collating various types of activities, compiling over thirty
activity recognition datasets, and reviewing the existing state-of-the-art models to leveraging fully
unlabelled datasets in activity recognition. Also, this survey is the first attempt at a comprehensive
review on the adoption of unsupervised learning in wearable sensor-based activity recognition. This
will give researchers in this area a solid background and knowledge of the existing state-of-the-art
models and an insight into the grand research areas that can still be explored.

© 2022 Elsevier B.V. All rights reserved.
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Nomenclature

AAE Adversarial Autoencoder
AAL Ambient Assisted Living
AST Arm Skin Temperature
BSAL Bayesian Stream-based Active Learning
CASAS Center of Advanced Studies in Adaptive

System
CID Complexity Invariant Distance
CFR Correlative Feature Selection
COR Correlation-based dissimilarity
CRBM Conditional Restricted Boltzmann Ma-

chine
CRF Conditional Random Fields
CST Chest Skin Temperature
DBN Deep belief Network
DSADS Daily and Sports Activities Data set
DTW Dynamic Time Warping
DWT Discrete Wavelet Transform
EM Expectation Maximization
EUCL Euclidean Distance
GMM Mixture of Gaussian
GSR Galvanic Skin Response
HAC Hierarchical Associative Classifier
HAR Human Activity Recognition
HIER Average-Linkage Hierarchical Agglom-

erative Clustering
HMM Hidden Markov Model
IIC Invariant Information Clustering
IGGM-GAN Infinite Gaussian Mixture Model Gener-

ative Adversarial Networks
LDA Latent Dirichlet Allocation
MDN Mixture Density Network
MHMMR Multiple Hidden Markov Model Regres-

sion
NAT Near-body Ambient Temperature
NCD Normalized Compression Distance
OTC Open then Close
OTO On then off
PACF Autocorrelation based dissimilarity
PCA Principal Component Analysis
PDC Permutation Distribution Clustering
PER Periodogram-based distances
SAE Stacked Autoencoder
SimCLR Simple Contrastive Learning
TPN Transformation Prediction Network
WGAN Wasserstein Generative Adversarial

Network

1. Introduction

Human Activity Recognition (HAR) is a branch of research
imed at defining and testing novel approaches for accurately
ecognizing human activities using signals [1]. State-of-the-art
ctivity recognition systems can be developed using datasets ob-
ained through vision-based and sensor-based devices [2,3]. Early
esearch on activity recognition, such as [4–6], focused primarily
n vision-based activity recognition, and this method was able
2

to develop systems that are capable of effectively recognizing
activities. The vision-based dataset is obtained by placing a cap-
turing device such as cameras in strategic positions to capture
the activities of entities in the environment. However, with this
method, the subject may choose to interact with the system or
not. Also, the camera-based solution may not function in partic-
ular cases where continuous monitoring of a person’s activity is
required. Furthermore, cameras are intrusive, and many people
are uncomfortable with being constantly monitored by cameras.

Sensor-based activity recognition is used as a result of these
issues. Sensor-based data is typically made up of time series
of state changes and various parameter values, which are fre-
quently combined and processed for activity recognition using
data fusion, probabilistic or statistical analytic methods, and for-
mal knowledge technologies [7]. In recent times, object sensors,
environmental sensors and wearable sensor devices have been
widely accepted in our everyday life. Wearable sensors involve
attaching physical sensors to humans in a way that the human
is still able to perform all necessary activities without infringe-
ments. Wearable sensors use inertia measurement units and Ra-
dio Frequency Identifications to collate the subject’s activities.
While environmental sensors often use various modes of sensors
to observe and gather the activities between a subject and the
entities in the subject’s immediate environment. Unlike cameras,
sensors have the advantage of monitoring activities on a virtual
basis and are not constrained to a narrow observation space [8].

Several researchers, as seen in [9–11], among others, have car-
ried out HAR research through datasets obtained through wear-
able sensors. The work of [12,13] have developed activity recogni-
tion systems through environmental sensors data, while [14–16]
have carried out activity recognition research through the hy-
brid sensors. Hybrid sensors involve the fusion of data obtained
through the wearable, object, or environmental sensors. However,
recent HAR research works have focused on developing recogni-
tion models using datasets obtained through wearable sensors.
This is because wearable sensors are relatively cheaper and easier
to deploy than other modalities of sensors. Examples of wearable
sensors include accelerometers, magnetometers, and gyroscopes,
among many others. Recent advancements in miniaturization
have enabled the embedding of these sensors into smartwatches,
smartphones, and other wearable devices that are affordable and
easier to deploy, therefore eliminating the challenges associated
with users’ privacy. This has motivated researchers to collect
activity data using these wearable devices.

The importance of HAR to our daily lives cannot be overem-
phasized. HAR is one of the emerging areas that have garnered
the interest of researchers from various fields because its ap-
plication cuts across various research areas. Example of such
areas are; mobile computing [17,18], context-aware comput-
ing [19], pervasive computing [20], Ambient Assisted Living (AAL)
[21–24], surveillance systems [25,26] and most recently in serious
games [27]. The most practical deployment of HAR has been in fall
detection [28], behavioural monitoring [29], psychological moni-
toring [30], stress detection [31], gait anomaly detection [32,33]
and others. HAR computation is very demanding because each of
the obtained data must be processed independently [34]. Before
data can be processed to infer activities, activity modelling is
needed. Activity modelling can be done through the knowledge-
driven approach or the data-driven approach. Earlier works on
HAR have proposed the knowledge-driven approach to develop-
ing HAR systems. By exploiting extensive prior information on the
topic of interest, knowledge-driven techniques construct activity

models directly using knowledge engineering and management
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ools [35]. Data-driven approaches use data mining and machine
earning methods to generate activity models from large-scale
atasets of users’ activities [36]. This is quite efficient than the
nowledge-driven approach because they can handle ambiguous
nd temporal data.
Wearable sensor-based activity recognition is a complicated

ield with a broad scope, and the need to have accurate HAR
ystems have motivated researchers to proposing various models,
eature extraction techniques, datasets, and other data driven ap-
roaches. Despite the various advantages of obtaining data with
earable sensors, annotating the collected data is quite labori-
us, time-consuming and expensive. The complexity of labelling
earable sensor datasets has motivated researchers to propose
ctivity recognition models using fully unlabelled datasets. To do
his, there is a need to learn the underlying structure of the wear-
ble sensor-dataset before recognition. This approach is termed
nsupervised learning, which is mostly used for exploratory data
nalysis in order to find patterns in data [37].
The concept and processes of activity recognition using wear-

ble sensors is quite broad. Therefore, to understand its concept,
tate-of-the-art approaches and future directions, several exten-
ive survey papers such as Wang et al. [38], Mao [39], Jian and
ian [40], Patel and Shah [41], and Chen et al. [7], among others,
ave been written. However, the existing literature on sensor-
ased HAR is insufficient due to its wide scope and applicability
n various domains. Also, no existing sensor-based surveys have
arried out an in-depth review of the recent adoption of unsuper-
ised learning in wearable sensor-based HAR. This survey paper
ims to contribute by reviewing existing literature on wearable
ensor-based HAR, identifying some areas that were not well
ddressed in existing survey papers, and then using such in-
ormation to form sufficient background and discuss emerging
rends in wearable sensor-based HAR research. In order to form
basis for this survey, we research existing survey papers on
earable Sensor-based Human Activity Recognition from various

ibraries and databases such as Scopus, IEEExplore, Science Direct,
eb of Science and ACM. Table 1 shows some existing survey
apers selected based on their contributions and topics not well
iscussed.
In the existing surveys shown in Table 1, some major aspects

f wearable sensor-based HAR have been covered; however, none
ocused on the recent trend of adopting unsupervised learning in
earable sensor-based HAR. In Chen et al. [37], a brief discussion
as provided on unsupervised learning for HAR, but it was not
he focus of the authors. Also, in Colpas et al. [36], the survey
ocused on unsupervised learning, but only reviewed the methods
sed in achieving effective clustering in wearable sensor-based
AR. Therefore, this paper surveys the state-of-the-art unsuper-
ised methods for wearable sensor-based activity recognition.
pecifically, the contributions of this paper are summarized as
ollows:

i. We first delve into the evolution of wearable sensor-based
AR and present some HAR systems developed through wearable
ensor datasets,
ii. Secondly, we compile a list of thirty-three (33) existing

earable sensor-based datasets in HAR and their properties,
iii. Thirdly, we discuss the emerging trends of adopting unsu-

ervised learning in wearable sensor-based human activity recog-
ition and the existing state-of-the-art in wearable sensor-based
AR,
iv. Lastly, we present the existing state-of-the-art methods in

ddressing issues relating to data imbalance in wearable sensor-
ased HAR data through clustering and data augmentation and
lso, we discuss some future research directions.
The rest of this paper is organized as follows: In Section 2,

e provide a brief survey on the evolution of wearable sensor-
ased HAR and the types of wearable sensors used in activity
3

recognition. In Section 3, the general framework of HAR is pre-
sented, the applicability of HAR is discussed, and thirty-three
wearable sensor-based datasets are compiled. Section 4 discusses
unsupervised learning in wearable sensor-based HAR, together
with the clustering and data augmentation approaches employed.
Section 5 presents some grand areas and future research direc-
tions that wearable sensor-based HAR researchers can explore,
while Section 6 concludes.

2. Evolution of wearable sensor-based HAR

Prior to research on HAR and its applications, researchers
focused on image recognition systems. Image recognition systems
are quite simple to model and develop when compared to activity
recognition systems. HAR involves collecting and interpreting
moveable objects’ data to recognize their behaviours. Early works
on HAR can be traced back to the late 1990s, as seen in [51,52].
However, the need to improve accuracy under more realistic
conditions has led to the constant development of various tech-
niques. Recently, several researchers have proposed HAR systems
for smart homes [53–55], physical and mental wellbeing [22,56,
57], among other areas, which are later discussed in this paper.

As mentioned earlier, state-of-the-arts HAR systems can be
developed using datasets obtained through vision-based [44,58–
60] and sensor-based devices [2,3], and the limitations of vision-
based brought about the advent of the sensor-based method,
whose data are in time-series format. A taxonomy of this is
shown in Fig. 1. The concept of employing sensors to monitor
and recognize activity has been around since the early 2000s
where Philipose [61] worked on a large scale human activity
recognition using ultra-dense sensing, and in Wilson and Atke-
son [62] where simultaneous tracking and activity recognition
was proposed using binary sensors; although some researchers
already adopted sensors in other related fields such as home
automation since the late 1990s as seen in [63]. Research during
this period had already focused on the deployment of wearable
sensors and environmental sensors.

Sensor-generated data is favoured over vision-generated data
in HAR applications due to various advantages such as low power,
small size, low cost, and convenience. As presented in Fig. 1,
sensors can either be environmental, object or wearable. Environ-
mental sensors are typically placed throughout the environment
to collect precise data on basic environmental characteristics
such as human’s interaction with objects, humidity and tem-
perature [47]. When human activities occur, the environmental
sensors track the changes in the environment and then recognize
the activities [64]. Several publicly available datasets are obtained
through environmental sensors, and various researchers have
developed HAR systems through such datasets. An example is
in [12], where a dataset consisting of 28 days of environmental
sensor data and its annotation was used, and various experiments
were conducted to prove how the Hidden Markov Model and
conditional random fields perform in recognizing activities.

In wearable sensor-based activity recognition, the sensors are
attached to subjects. Wearable sensors involve attaching physical
sensors to humans in a way that the human is still able to
perform all necessary activities without infringements. Recent ad-
vancements in miniaturization [65,66] and nanotechnology [67]
have led to the embedding of sensors into wearable devices, and
this has brought about a whole new level to wearable sensor
technology. Sensors can be incorporated into clothing, eyewear,
wristwatches, mobile devices, or placed on the body directly. As
a result, they are much easier to move around with, cheaper to
obtain and deploy, and can capture activities over a wide area.
Generally, they can track body posture and movement, among
other numerous functions.
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Table 1
A brief description of some existing survey papers on sensor-based activity recognition.
Survey paper Year Topics focused on and elaborated

Chen et al. [7] 2012 The evolution and current state of wearable sensor-based activity recognition, as well as the
distinction between data-driven and knowledge-driven approaches

Lara & Labrador [2] 2013 Using wearable sensors to create an AR dataset, a two-level taxonomy based on supervised
and semi-supervised learning, and concerns and challenges with wearable sensors are all
discussed.

Nweke et al. [42] 2018 The goal of this review was to give comprehensive descriptions of deep learning algorithms
for recognizing human activity from mobile and wearable sensors.

Emiro et al. [43] 2018 A review on existing wearable sensor-based datasets used in evaluating Human Activity
Recognition Systems.

Wang et al. [38] 2019 Deep learning in wearable sensor-based HAR, as well as the combination of AR sensors, deep
models and applications are the focus of this paper.

Prati et al. [44] 2019 The existing technologies and directions of wearable sensors, and how they are used for
activity recognition

Patel & Shah [41] 2019 A review of several activity and behaviour analysis methodologies was conducted in order to
identify seventeen key problems associated with sensor-based ambient assisted living systems.

Hussain et al. [45] 2019 Survey of work done in several domains of HAR from 2010 to 2018, with a focus on
device-free solutions.

Suresha et al. [46] 2020 Convolutional neural networks (CNNs) and related pipelines are used to investigate features,
some fusion procedures, and their results. Also covered were multi-model approaches for
extracting cues and score fusion strategies in hybrid deep learning systems.

Dang et al. [47] 2020 The classification of HAR methods and a review on the utilization of deep learning in HAR

Colpas et al. [36] 2020 The clustering technique was utilized to identify information in HAR on unsupervised
datasets, as well as the description of high-value factors such as the year of publication,
article type, most commonly used algorithms, and dataset categories.

Kumar & Chauhan [48] 2021 Presented existing deep learning approaches for the recognition of sensor-based human
behaviour and suggested a new taxonomy to arrange deep learning techniques according to
the challenges solved.

Liu et al. [49] 2021 Presented a general review of healthcare applications that made use of wearable sensors,
discussed the use of classical machine learning in wearable sensor-based HAR, and the
general supervised learning approach.

Ferrari et al. [50] 2021 The survey looked at potential solutions for each wearable sensor-based HAR task, including
data gathering, pre-processing, data segmentation, feature extraction, and classification. The
study also highlighted few current smartphone datasets and provided various criteria
commonly used to assess a classifier’s effectiveness.

Chen et al. [37] 2021 A study on deep learning was presented, with an emphasis on existing methodologies that
can be combined with deep learning approaches to address various wearable sensor-based
HAR system difficulties.
Fig. 1. Taxonomy of HAR methods.
Researchers such as Banos et al. [68], Scheurer et al. [69]
and Zhu et al. [10], among others, have developed HAR sys-
tems using wearable sensors, with the most common sensor
device being an accelerometer. An accelerometer is a device that
measures the acceleration of an entity. Other examples of sen-
sor devices include Smartwatches, Electrocardiography monitors,
Biosensors, and Smart shirts, as seen in Table 2. Since most
4

humans wear wristwatches and carry smartphones, obtaining
activity data through this method is relatively easy. Most recently,
some researchers, as seen in [3,70–72], among many others that
are later discussed in this paper, have proposed the use of wear-
able sensors to obtain human activity data. An example of this
is in Ronna and Cho [73], where the authors utilized the inherent
properties of activities and 1D time-series signals and used a deep
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Table 2
Sensor devices and examples ([74]).
S/N Class Sensor

1 Inertial sensors Accelerometer [75–77]
Gyroscope [78,79]
Magnetometer [78]

2 Environmental
sensors

Temperature [17]
Humidity [80]
Barometer [81]

3 Physical health
sensors

Electrocardiogram [82]
Electroencephalograph
[83]
Electromyogram [84]

Table 3
Application of HAR.
S/N Domain Paper

1. Elder healthcare [81,89,90]
2. General healthcare [29]
3. Home assistance [91,92]
4. Shopping experience [93]
5. Military [94]
6. Sport [95]

convolutional neural network to develop HAR using smartphone
sensors.

3. General framework

HAR can be applied to several fields such as medical, military,
griculture, security, among others. Most recently, diabetes and
eart disease patients are mandated to follow a particular exer-
ise routine to aid their healing process. The movements of these
atients are monitored by AR systems, which later give feedback
o their caregivers [85]. Another common application of AR in the
edical sector is in monitoring dementia and other brain-related
iseases by having their movements monitored [86]. An example
f this is in [87], where the authors modelled the routine activi-
ies of dementia patients and used the AR system to monitor any
eviation from such routine. The authors adopted a hierarchical
pproach to determine abnormalities in dementia patients’ activ-
ties using Markov Logic Network. In [22], the authors developed
Nurse care system to monitor the patients in hospitals using a
onvolutional neural network (ConvNet). The versatility of HAR is
lso evident in [88], where the authors proposed a HAR system
o monitor oil well drilling activities. The researchers combined
uzzy Rule-Based and Random Forest Classifiers to develop a
ovel hierarchical classifier. Table 3 shows an extract of other
reas where HAR has been applied.
The performance of recognition systems depends on various

actors such as; the activity set, the quality of obtained data, the
eature extraction method, and the learning algorithm [2]. Data
ollection, feature encoding, model optimization, and prediction
omprise the activity recognition chain. The choice of categoriza-
ion models and the researcher’s choice of data encoding heavily
nfluences the performance of HAR [96].

Wearable sensor-based monitoring data is often a time series
f state changes and various parameter values that are widely
rocessed for activity recognition using data fusion, probabilistic
r statistical analytic approaches, and formal knowledge tech-
ologies [7]. In some cases, a stand-alone wearable sensor may
ot be able to handle some complicated physical motions and
ultiple environmental interactions. For example, an accelerom-
ter can monitor acceleration but not positional changes, tran-
itional movements, or other movements. Likewise, a gyroscope
an monitor positional changes and general direction, but not
5

acceleration. Because of this, there is a need to deploy and fuse
multiple sensors to obtain accurate data for efficient HAR sys-
tems. For example, experiments in Bharti et al. [97] deployed
hybrid sensing to recognize indoor activities and achieved an
accuracy of 95%. Also, in Lago et al. [98], the researchers trained
a HAR system with data obtained through multiple datasets and
tested the system with a single sensor-based HAR dataset. A
comparison of a few existing HAR research carried out through
single sensing devices, and multiple sensing devices is presented
in Tables 4 and 5.

Researchers embraced the use of a single device due to its
simplicity and the freedom it affords to the subjects to carry out
their activities. As shown in Table 4, HAR systems can record
satisfactory accuracy when trained with single sensor data [99].
However, there are situations where a single sensor cannot obtain
the needed data. For example, a subject opens a door and then
climbs the stairs. Situations such as this have led to the use of
multiple sensors to obtain activity data, as seen in [100,101],
among others. Generally, multiple sensing devices are used to
recognize complex activities (activities of daily living). For ex-
ample, wearable devices attached to the wrist allow the hand
motion to be captured, and the wearable device on the waist is
used to capture the body motion. Both information is fused to
recognize complex activities. Another example is when a wear-
able device on the waist is used together with environmental
sensors; the wearable allows the basic activities e.g. walking and
standing to be recognized, while the environmental sensors cap-
ture the user-object interaction, which is to be fused to recognize
complex activities. Examples of literature that have carried out
HAR research works using multiple sensing devices are shown in
Table 5.

As seen in Table 5, most researchers combined accelerom-
eters with other ambient sensing devices such as gyroscopes,
which can accurately detect the subject’s body orientation and
posture [44]. The typical process of wearable sensor-based HAR
consists of three crucial stages: data segmentation, feature ex-
traction and recognizing the type of activity, as shown in Fig. 2.
All phases of the HAR process have been subjected to extensive
research. Each phase is discussed in detail in other sections. Gen-
erally, wearable sensor-based HAR datasets consist of sensor data
streams collected from single or multiple persons [102,103]. A
compilation of some existing datasets obtained through wearable
sensors and the fusion of wearable sensors with other sensors and
their details is presented in Table 6. Investigation of the number
of research papers that have benchmarked their models using
each dataset was also carried out on various databases, through
google scholar, using relative keywords. The result is shown in
Table 6. While those that could not be ascertained due to their
generic names were represented as ‘‘undefined’’.

3.1. Wearable sensor datasets

Generally, wearable sensor-based HAR datasets consist of sen-
sor data streams collected from single or multiple persons [102,
103]. A compilation of some existing datasets obtained through
wearable sensors and the fusion of wearable sensors with other
sensors and their details is presented in Table 6. It is shown that
PAMAP2 is the most used dataset, with four hundred and forty
two (442) papers benchmarked on the dataset, while WISDM,
UCI-HAR and Opportunity have four hundred and nineteen (419),
two hundred and ninety seven (297), and two hundred and fifty
three (253) papers respectively. REAL-DISP dataset has a total of
30 different activities, which is the highest among the datasets
collated, and has been used for model benchmarking in 51 papers.
As shown in the table, accelerometer and gyroscope are the most
used sensors as they were combined for data collection in eigh-
teen of the collated thirty three datasets, while accelerometers
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Table 4
Existing HAR research works done with Single Wearable Device.
Author Year Sensor location Recognized activities Methods Accuracy

Ravi et
al. [104]

2005 3D accelerometer
around Pelvic
Region

Standing, Walking,
Running, sit-ups,
vacuuming

Naive Bayes, KNN, SVM,
Binary Decision

99.3

Allen et
al. [105]

2006 3D accelerometer
around the waist

Sitting, lying, walking
and transitions

Gaussian Mixture Model 91.3

He [99] 2010 A 3D accelerometer
in the trouser

Jumping, walking,
running, standing

Wavelet Autoregressive
Model

95.45

Xiao
&Liyu
[100]

2015 3D accelerometer
and 3D Gyroscope

Running, standing,
walking, falling

Non-linear Kernel
Discriminant, Analysis
and Extreme Learning
Machine

99.81%

Wang
et al.
[101]

2016 Tri-axial
accelerometer and
built-in gyroscope
smartphone

Walking, sitting, lying,
standing

K-Nearest Neighbour 87.8%
Table 5
Some HAR research works that adopted multiple devices for data collection.
Author Year Sensor location Recognized activities Methods Accuracy

Ermeset
al. [106]

2008 Two 3D accelerometers
placed on the hip and
wrist + GPS

Sitting, standing,
walking, running,
cycling, rowing, playing
football

Decision tree 89%

Mannini
&
Sabatini
[107]

2010 Five 2D accelerometers
placed on the hip, wrist,
arm, ankle and thigh

Climbing, walking,
running, sitting, standing

HMM 98.5%

Aziz
et al.
[108]

2013 Four 3D accelerometers
were placed on the
sternum, left ankle and
right ankle

Fall detection, standing Linear Discriminant
Analysis

89%

Jia & Liu
[109]

2013 3D accelerometer on the
waist and ECG on the
chest

Sitting, standing,
walking, running

Linear Discriminant
Analysis and Relevance
Vector Machines

99.57%

Noor
et al.
[110]

2018 Accelerometer on the
right side of users’ waist,
and various ambient
sensors positioned in
strategic places

Walking, cooking, having
a meal, washing dishes,
watching TV, and others

Ontological Modelling 91.5%

Shaikh
et al.
[111]

2018 3D accelerometer and two
Force Sensitive Resistors

Walking gait detection Finite State Machine
Modelling

98.9%
Fig. 2. Typical process of sensor-based HAR.
nly was used in nine of the datasets. The others combined
ccelerometers with other sensor devices.
Recognizing activities obtained through sensors has been an

rea of huge concern for HAR researchers. In general, human ac-
ivities can be divided into basic and complex activities (activities
f daily living). Basic activities can be further divided into static,
ynamic and transitional activities. The various types of activities
hat can be performed by humans and their clusters are shown
n Table 7.

.2. Data segmentation

Data segmentation is done by dividing obtained data into
maller chunks called windows, which can be mapped to a par-
icular activity [138]. The type of windowing, the size of the
indow, and the overlap between adjacent windows all influence
6

window characteristics [50]. Activity-defined windows, event-
defined windows, and sliding windows are the three basic types
of windowing used in HAR [139]. The initial and end points
of each window are picked by recognizing patterns of activity
changes in activity-defined windows, whereas the window is con-
structed around a detected event in event-defined windowing.
However, in the sliding window, data is divided into fixed-size
windows with no gaps between them and, in certain circum-
stances, overlapped. An illustration of this is shown in Fig. 3.
The sliding window is the most used segmentation method in
HAR [140,141].

The size of the window directly impacts the segmentation
accuracy, such that; windows should be large enough to ensure
that at least one cycle of activity is contained and that comparable
movements are distinguishable [142]. Once data segmentation
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Table 6
Sensor-based Datasets and their characteristics.
S/N Dataset Sensor used No. of

Activities
Num. of
Subjects

Applications Features No. of
papers

1 UCIHAR [112] Smartphone,
Accelerometer,
Gyroscope,
Magnetometer

6 30 Locomotion walking, upstairs, downstairs, laying,
sitting, standing

297

2 WISDM [9] Smartphone
Accelerometer

6 36 Locomotion Walking, upstairs, downstairs, Jumping,
Sitting, Standing

419

3 OPPORTUNITY
[113]

Accelerometer 18 12 Household
activity
recognition

Start, groom, relax, prepare coffee, drink
coffee, prepare sandwich, eat sandwich,
cleanup, break, OTC-fridge,
OTC-dishwasher, OTC-door1, OTC-door2,
lights OTO, Clean Table, Drink while
Standing, Drink while sitting

253

4 UniMiB SHAR
[114]

Smartphone
Accelerometer

17 30 Fall
Detection

Standing–laying, laying–standing,
standing–sitting, running, sitting,
downstairs, upstairs, walking, jumping,
falling backward, falling forward, falling
sideward, specific fall,

146

5 PAMAP2
[115]

Accelerometers,
Magnetometers,
Gyroscopes, and Heart
Rate Monitors

18 9 Activity
Recognition

Computer work, walking, ironing, lying,
standing, nordic walking, house cleaning,
sitting, vacuum cleaning, cycling,
ascending stairs, descending stairs,
descending stairs, folding laundry,
running, watching tv, car driving, rope
jumping, playing soccer

442

6 SCUT-NAA
[116]

Tri-axial Accelerometer 10 44 Sitting, walking, walking quickly,
walking backward, running,
step-walking, jumping, upstairs,
downstairs, cycling

22

7 HASC [117] iPhone, iPod touch,
WAA series (ATR)

6 10 Basic
Activity
Recognition

Stay, walk, jog, skip, upstairs, downstairs 45

8 AmLReposi-
tory:
Ubisense,
SmartFirst
phase,
SmartSecond
phase [118]

RFID tags, localization
sensors,
accelerometers,
gyroscopes,
magnetometers,
infrared motion
capture sensors

6 5, 3, 5 Activity
Monitoring

Walking, sitting, lying, standing, jogging,
jumping

Undefined

9 UC Berkeley
WARD [118]

Accelerometers,
Gyroscope

13 20 Activity
Recognition

Stand, sit, lie down, walk forward, walk
left circle, walk right circle, turn left,
turn right, upstairs, downstairs, jog,
jump, push wheelchair

Undefined

10 USC-HAD [8] Accelerometer,
Gyroscope,
Magnetometer,
Galvanic Skin Response,
Pulse Oximeter,
Electrocardiogram,
Barometric Pressure

12 14 Fitness
Monitoring

Walking forward, walking left, walking
right, walking upstairs, walking
downstairs, running forward, jumping,
sitting, standing, sleeping, elevator,
elevator down

132

11 MIT PlaceLab
Dataset [119]

Accelerometer,
Wireless Heart Rate
Monitor

5 1 Household
activity
recognition

Grooming/dressing, preparing meal,
toilet/shower, washing dishes, doing
laundry

63

12 CMU-MMAC
[120]

Accelerometers,
Gyroscopes,
Magnetometer

5 43 Cooking
activity
recognition

Cooking brownies, pizza, sandwich,
salad, scrambled eggs.

76

13 Singlechest
[121]

Accelerometer 7 15 Working on Computer, standing
up-walking-downstairs, standing,
walking, Updownstairs, walking and
talking, talking while standing

29

(continued on next page)
has been completed, the important features of the data can then
be extracted.

3.3. Feature extraction

Once data has been collected under realistic conditions, pin-
pointing the most important attribute becomes vital. This process
7

is called Feature Extraction, which is an important aspect of
developing HAR systems. It entails filtering important informa-
tion and obtaining details that allow signals to be compared [2].
The use of features rather than raw data has been shown to
enhance classification accuracy in the literature [143]. Extracting
features in wearable sensor-based HAR can be done in structural
and statistical ways [144]. Structural extraction deals with the
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Table 6 (continued).
S/N Dataset Sensor used No. of

Activities
Num. of
Subjects

Applications Features No. of
papers

14 Real-DISP [76] Accelerometer,
Gyroscope, Magnetic
Sensor

33 17 Robust
Activity
Monitoring

Walking, jogging, running, jump up,
jump front–back, jump-sideways,
jump-legs-arms-open-closed, jump rope,
trunk twist, waist bends forward, waist
rotation, waist bend, reach
heels-backward, lateral bend, lateral
bend-arm, forward stretching, upper
trunk-lower-body twist, arm lateral
elevation, arm frontal elevation, frontal
hand claps, frontal crossing of arms,
shoulder high-rotation, shoulder
low-rotation, arms rotation,
knees-breast, heels-backside, crouching,
knees-bending forward, rotation,
elliptical bike, cycling

51

15 DaphNetFoG
[122]

Accelerometer 3 10 Monitoring
PD patient’s
walk,
detection of
freezing gait

No freeze (Stand, walk, turn), freeze 41

16 ActRecTut
[123]

Accelerometer 12 2 Robust
activity
monitoring

Still, Opening window, closing window,
watering plant, turning book pages,
drinking from a bottle, cutting with a
knife, chopping with a knife, stirring in
a bowl, tennis forehand, backhand and
smash

10

17 Nursing
Activity [124]

iPod, Accelerometer 27 82 Nursing
activity
monitoring
in the
hospital

Vital, morning gathering, guest response,
meal/medication, rehabilitation, outing
response, oral care, morning care, get up
assistance, excretion, daytime user
response, change dressing, bathing, night
care, washing, nighttime user response,
emergency response, linen exchange,
gods checking/preparation, medication
organization, cleaning, handwriting
recording, doctor visit correspondence,
family/doctor visits, meeting, break

Undefined

18 HASC Corpus
[125]

Smartphone,
Smartwatch,
Smartglass,
Accelerometer

6 540 Basic
Activity
recognition

Stay, walk, jog, skip, upstairs, downstairs Undefined

20 CASAS KYOTO
(Testbed)
[126]

Accelerometers,
Gyroscope

11 20 Household
activity
monitoring

hygiene, sleep, bed-toilet, eat, work, exit
home, relax, medications, shower

175

21 CASAS ARUBA
[127]

Accelerometers, Door
sensors, and
Temperature sensors

11 7 Household
activity
monitoring

Medication, furniture moving, plant
watering, playing game, making dinner,
reading, gathering food, laundry,
sweeping, setting table, bill paying

196

22 HASC BDD
[128]

Accelerometer,
Gyroscope

13 7 Dancing
Activity
Recognition

Dancing pose (Open Basic, Foot change,
Fan, Hockey Stick, Newyork-Right,
Newyork-Left, Turn, Natural Top,
Opening Out, Alemana,
Hand-Hand-Right, Hand-Hand-Left, Aida)

Undefined

23 AmL Energy
Expenditure

Gyroscopes,
Magnetometers,
Accelerometers

16 10 Activities of
daily living

Lying, sitting, standing, kneeling, all
fours, doing dishes, computer work,
lying-exercise, walking-light shores, floor
scrubbing, digging, treadmill walk,
treadmill run, light cycling, fast cycling

Undefined

24 Parkinson
Disease [129]

Accelerometer,
Compass Ambient light,
Audio sensors

2 16 Monitoring
Parkinson
disease

Parkinson, Controlled Undefined

(continued on next page)
interrelationship among data, while statistical extraction makes
use of data characteristics for feature extraction. The accuracy of
wearable sensor-based HAR systems depends majorly on the ex-
tracted features and their representation. Therefore, it is
recommended that features must be perfectly extracted and
represented.
8

Due to calibration problems, device malfunction, deployment
issues, and various other issues, wearable sensor data frequently
contains noise. De-noising helps in eradicating such issues. Ex-
amples of some de-noising techniques are the Linear filter [145]
and the Kalman filter [146]. Fig. 4 shows the processes and
feature extraction techniques possible in the wearable sensor-
based datasets.
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Table 6 (continued).
S/N Dataset Sensor used No. of

Activities
Num. of
Subjects

Applications Features No. of
papers

25 SKODA [130] Accelerometer 10 1 Car
maintenance
activity
monitoring

Writing, hood opening, hood closing,
gaps checking, left-front door opening,
left-front door closing, both left doors
closing, trunk gap checking, open–close
trunk, check steering

63

26 PPS Grouping
[131]

Accelerometer,
Gyroscope,
Magnetometer, GPS,
Microphone

2 10 Walking
group
formation
detection

Walking together, Walking separately Undefined

27 HCI [132] Accelerometer 5 1 Leg Action
Recognition

Flick kick, knee lift, jumping jack,
superman jumps, high knee, feet back

Undefined

28 DSADS [133] Accelerometer,
Gyroscope,
Magnetometer

19 8 Fitness
Monitoring

Sitting, Standing, lying back-right, up
and downstairs, standing still-elevator,
moving-elevator, walking-parking lot,
walking-treadmill, running-treadmill,
exercise-stepper, exercise-cross trainer,
cycling, rowing, jumping, playing
basketball

22

29 MHealth [68] Accelerometer,
Gyroscope,
Magnetometer

12 10 Activity
Recognition

Standing still, sitting, laying down,
walking, stairs climbing, waist forward,
front arm raise, crouching, jogging,
running, jumping

146

30 UjAml cup
[134]

Smartwatch,
Gyroscope,
Magnetometer, other
binary sensors

24 1 Household
activity
monitoring

Prepare breakfast, cook lunch, cook
dinner, eat breakfast, lunch, dinner,
eating snacks, watching TV, Enter a
smartlab, playing video game, relax on
sofa, exit smartlab,visit smartlab, use
waste bin, wash hands, brush teeth, use
toilet, wash dishes, laundry, table work,
dressing, wake up, sleep

30

31 Sussex
Huawei
Locomotion
Dataset [135]

Smartphones
Accelerometer,
Gyroscope,
Magnetometer

8 3 Activity
Recognition

Still, walk, run, bike, car, bus, train,
subway

137

32 WHARF [136] Accelerometer 14 17 Household
activity
monitoring

Toilet, get up-bed, laying-bed, sit-chair,
stand up from chair, feeding, drink,
eat-fork and knife, eat-spoon, pour
water-glass, use telephone, upstairs,
downstairs, walk

15

33 KU-HAR [137] Smartphone,
Accelerometer,
Gyroscope

18 90 Activity
monitoring

Stand, sit, lay, pick, jump, walk, run,
talk-sit, talk-stand, stand-sit, lay-stand,
push-up, sit-up, walk-backward,
walk-circle, upstairs, downstairs, table
tennis

7

Fig. 3. Sliding window illustration (a) Windowing without overlap (b) Windowing with overlap.
Feature extraction is important to identify elements from pre-
rocessed data based on distinguishing factors such as signal
requency and phase. Generally, a feature can be extracted in two
ays; hand-crafted extraction and automatically learned feature
xtraction. Hand crafted features involve an expert selecting the
eatures based on heuristics.
9

3.3.1. Hand-crafted feature extraction
Hand-crafted or manual feature extraction in the sensor-based

dataset can be classified into frequency-domain, time-domain
and wavelet-domain approaches based on signal qualities [47].
In the time-domain approach, time-domain features are derived
based on the amplitude variations of signal over time, median,
variance, mean, range, and skewness [70]. Time Domain Features
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Fig. 4. Sensor-based dataset processing and feature extraction.
Table 7
A generic cluster of activities recognized by HAR Systems ([2]).
S/N Cluster Description

1 Ambulation Walking, Running, Sitting, Standing,
Climbing stairs, Descending stairs,
Riding escalators and elevators

2 Daily activities Eating, Drinking, Sleeping, Reading,
Watching TV

3 Exercise Weight lifting, Push-ups, Sit-ups

4 Military Crawling, Kneeling, opening doors

5 Phone usage Making phone calls, Text messaging

6 Transportation Riding a bus, Riding a Bike, Driving

7 Upper body Chewing, Speaking, Sighing, Head
Movement

can be used to swiftly examine the amplitude and phase of a
signal at any given time. However, this technique lacks relevant
signal frequency information.

Frequency-domain features are derived from a signal’s fre-
uency fluctuations across time. Over a range of frequencies, the
D method shows how much of a signal stays inside each fre-
uency band [147]. This approach necessitates a lot of computing
ower, thus it is not ideal for low-power wearable sensors. The
avelet-domain breaks down a signal into a series of fundamen-
al functions called wavelets. It takes discrete-time signals and
urns them into discrete wavelet representations [47]. Although
ignal decomposition into wavelets rather than frequencies yields
igher resolution [148], it requires more computer power and
akes a long time to find appropriate wavelet energy.

The work of [149], proposed a technique for feature extrac-
ion of forearm electromyographic (EMG) signals using a mother
avelet matrix (MWM). Even though hand-crafted features are
till viable for HAR due to their low computational complexity
nd calculation simplicity, using these methods always costs a
ot due to the lengthy design and selection of manual features.
ther limitations include high reliance on sensor selection and
eliance on expert knowledge [50]. Deep neural networks, such
s Convolutional Neural Networks (CNN) or Long Short-Term
emory networks (LSTM), have been widely employed for HAR

n recent years, completing both feature extraction and activ-
ty classification. This method is classified as Automatic Feature
xtraction [150].

.3.2. Automatic feature extraction
In automatic feature extraction, meaningful data represen-

ations are automatically discovered from raw data. Research
10
in [50] classified the automatic feature extraction methods from
sensor data into three; Codebooks, Principal Component Analysis
(PCA), and Deep Learning (Feature Learning). Generally, PCA and
codebooks do not learn from data. In codebooks, each sensor
data window is treated as a sequence, which then extracts sub-
sequences and groups them into clusters. The centre of each
cluster is a codeword. Then, using codewords as features, each
sequence is encoded using a bag-of-words technique [151]. In
PCA, a set of orthogonal features are extracted, and these features
are referred to as principal components [152].

In recent times, deep learning methods have been proposed to
extract features directly from time-series data. Due to its prop-
erties for an end-to-end pipeline in pattern categorization and
learning of fundamental features, deep learning models, notably
the convolutional neural network (CNN), are highly appealing
in time-series data processing [33,38]. Deep learning models for
wearable sensor-based HAR was presented in [38]. This is shown
in Table 8.

Deep Learning uses Neural Network engines, and several lay-
ers make up a neural network. The input data is transformed in
each layer using a combination of filters and topological maps.
Each layer’s output becomes the input for the next layer, and so
on. Depending on the number of layers, the result is an abstract
set of features. The more layers there are, the more abstract the
features become. These characteristics can be used to classify
items. For time series analysis, many deep learning methods for
feature extraction have been applied [50].

A lot of researchers have adopted this method for automatic
feature learning, as seen in [165,171], among many others. Qian
et al. [171] presented a deep learning model for activity recogni-
tion that uses a unified framework to automatically extract statis-
tical features, temporal features, and spatial correlation features.
Also in [165] an unsupervised deep learning method for feature
learning in wearable sensor-based HAR was proposed. The tech-
nique worked by extracting crucial features from HAR datasets
automatically. To learn the underlying features, the method com-
bines a convolutional denoising autoencoder with a convolutional
neural network and provides a compact feature representation
of the data. This not only allows for the extraction of more
accurate and discriminative features but also lowers the com-
putational cost and enhances the generalization of classification
models [164].

3.4. Classification

The rate at which researchers have focused on obtaining ac-

curate and bulky sensor-based HAR datasets has brought about
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Table 8
Deep learning models ([38]).
S/N Model Description Research Datasets

1 DNN Deep fully-connected network,
artificial neural network with
deep layers

[153,154] UCI-HAR, Patient
monitoring data,

2 CNN Convolutional neural network,
multiple convolution operations
for feature extraction

[75,155–157] UCI-HAR, WISDM,
PAMAP2, OPPORTUNITY,
Unimib-SHAR

3 RNN Recurrent neural network,
network with time correlations
and Long Short-Term Memory

[158–161] UCI-HAR, Nursing
Activity, WISDM

4 DBN/RBM Deep belief network and
restricted Boltzmann machine

[162,163] Exercise Activity Dataset,
HAPT

5 SAE Stacked Autoencoder, feature
learning by decoding–encoding
autoencoder

[164–167] HAPT, UCI-HAR, WISDM

6 Hybrid A combination of two or more
deep learning models

[168–170] HAPT,PAMAP2, UCI-HAR,
WISDM
the need to recognize patterns, and then use the patterns to
train and develop HAR systems. Early research works on HAR
systems adopted Machine Learning techniques such as K-Nearest
Neighbour [172], Random Forest [173], Support Vector Machine
(SVM) [174], and Decision Tree [175] in recognizing activities.
This proved to be effective in controlled environments, where
few labelled data is required. Generally, researchers at various
levels have proposed many models that range from discriminant
models, generative models and ensemble models [47].

In recent times, deep learning has achieved unparallelled ad-
ancements in various areas such as natural language processing,
isual object recognition and logical reasoning [176]. It can be
onsidered as the closest advancement to the next-generation
rtificial Intelligence. Recently, the adoption of deep learning for
lassification has garnered the interest of various researchers. The
doption of deep learning in HAR research as seen in [177–179],
mong others; was triggered by the relatively low accuracy in
ecognizing simple low-level activities and the inability to recog-
ize complex activities. For example, in Ascioglu and Senol [180]
asic and complex activities were classified. Data was collected by
ttaching multiple wearable sensors to 60 healthy users (37 males
nd 23 females). The signals were divided into frames with non-
verlapping sliding windows and considered a window size of
.5 s. The classification was done using CNN, LSTM and ConvLSTM,
nd experiments showed that ConvLSTM performed better with
n accuracy of 94.0%, while CNN and LSTM achieved accuracies of
0.8% and 90.5% respectively. Also, the work of [158], proposed
robust training pipeline that handles sampling rate variability,
issing data, and misaligned data time stamps using data aug-
entation techniques. The model was evaluated on the Cooking
ctivity Dataset with Macro and Micro Activities using a deep
onvolutional bidirectional LSTM, and achieved an accuracy of
8% and 72% on macro and micro activities respectively. The per-
ormance achieved by these models outperformed classical and
nsemble of machine learning techniques. A survey to compare
he number of research papers published on activity recognition
ystems as of 2020 using Machine Learning and Deep Learning
as presented in [181]. The result showed that among 146 se-

ected papers, 96 were based on machine learning, and 53 were
ased on deep learning.
Generally, most conventional pattern recognition techniques

ocus on learning from static data, while ADL data are dynamic,
nd they come in streams, requiring robust incremental learning.
llustrations comparing activity recognition based on ML and DL,
s seen in [38], are presented in Figs. 5 and 6.
Activity data obtained with wearable sensors are time-series
ata with high spatial and temporal precision. A pipeline-based

11
approach is used to analyse this data. The first stage is to segment
the time series data into contiguous segments, either using a
sliding-window segmentation technique or using specific signal
characteristics such as signal energy [182]. A set of features are
retrieved from each frame, which typically contains statistical
information or comes from the frequency domain [183]. As stated
earlier, using a collection of features rather than raw data has
been shown to enhance classification accuracy. [143].

HAR research is fully reliant on the quantity and quality of
data obtained. However, wearable sensor data are sometimes of
poor quality and frequently contain missing data. This can occur
due to various circumstances, including a person not wearing a
sensor correctly or a sensor not working properly [184]. Wearable
sensor datasets have been deployed in traditional HAR tech-
niques for recognizing basic and complex human activities, and
these techniques have relied on supervised learning; an example
of HAR systems developed through supervised learning can be
found in [54,73], and [15], among others. Supervised learning
necessitates a substantial amount of fully labelled user activity
training data which is expensive, time-consuming, difficult to get
and impractical for real-world implementation [185]. The amount
of labelled data needed in supervised learning is critical to the
effectiveness and functionalities of HAR systems but providing
enough labelled data is challenging. Also, the quality of wearable
sensor data is further affected by intra-class variability, inter-class
similarity, class imbalance, and determining the precise start and
finish times of each activity [186].

Data collection experiments are generally done with several
participants, and the data gathered from various individuals for
the same activity set may not be of the same type, resulting
in intra-class variance in the data. Furthermore, data from two
different activities (such as running and jogging) may be of an
equal type, resulting in inter-class variability. A class imbalance
may occur when one activity is practised for a longer amount of
time than others. For example, a person may stroll for longer than
he or she jogs. Because the sensors often have a greater sampling
frequency, it is also difficult to pinpoint an activity episode’s
exact start and finish times [187]. Furthermore, training HAR
systems with entirely labelled data prevents them from adapting
to changing user actions over time, as fresh activity data must be
re-trained [188].

One of the issues synonymous with wearable sensor-based
is the problem of insufficient labelled data, which is caused by
the expensive and time-consuming cost of collecting labelled
data. Datasets obtained through wearable sensors need to be
well labelled for activity modelling, and the cost of labelling the

large amount of data required for accurate HAR systems is quite
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Fig. 5. Illustration of HAR using ML techniques [38].
Fig. 6. Illustration of HAR using DL techniques [38].
Fig. 7. Illustration of dataset category in CASAS repository.

expensive. For example, on the Center of Advanced Studies in
Adaptive System (CASAS) website, a total of sixty-five (65) HAR
datasets are available; however, only 15 of the datasets are fully
labelled for research. An illustration of this is shown in Fig. 7

Therefore, exploiting unlabelled sensor data to achieve accu-
ate recognition is one of the emerging research areas in HAR.
he use of unlabelled sensor-based datasets in HAR systems has
hown to be less expensive and time-consuming.

.5. Exploiting unlabelled data for wearable sensor-based HAR

Training HAR systems with unlabelled wearable sensor
atasets work by harnessing related data in order to improve
erformance and make HAR systems more robust. To achieve this,
esearchers proposed semi-supervised learning techniques as the
olution approach to tackling the challenges of supervised learn-
ng. Semi-supervised learning involves combining a small amount
f labelled data with a large amount of unlabelled data. For exam-
le, in [189], the authors used a wearable sensor dataset with 1%
12
labelled data to develop a general model for activity recognition.
The researchers used Latent Dirichlet Allocation (LDA) and Ad-
aBoost to jointly train the model with the partially labelled data.
They then used AdaBoost in conjunction with graphical models
(HMM and CRF) to exploit the temporal information in human
activities to smooth out any inadvertent misclassifications. Ex-
periments on publicly available datasets showed that the model
achieved a recognition accuracy of 90%.

Also, in [188], a semi-supervised HAR system was developed,
which focused on frequently repeated human activities. To con-
duct offline human activity recognition on unlabelled data, the
framework used a pre-defined short-term system memory and
updated the user activity model using Bayesian Networks for real-
time detection. The offline and online HARs worked together to
continuously learn activity patterns and modify the user activity
model on a short-term basis to accommodate any new or chang-
ing actions. On the Aruba dataset, the model used Hierarchical
Associative Classifier (HAC) to split sensor events into several
activity clusters, with an accuracy of 71%. The model was pilot
tested and had an F1 score of 0.96. However, the model failed to
identify some activities due to an imbalance in the dataset caused
by the presence of various unlabelled events that dominated it.

A semi-supervised human activity recognition was also de-
veloped in [190], using a dataset obtained through smartphone
sensors. The dataset was obtained by placing smartphones in
subjects’ bags, hips, torso, and hands. The model was developed
using Adversarial Autoencoder (AAE) as the base and employed
Convolutional Networks for feature extraction. Multiple exper-
iments showed a maximum F1 score of 0.902. Also, in [191],
an online semi-supervised HAR system that works together with
Bayesian Stream-based Active Learning (BSAL) was developed for
smart-home. Conditional Restricted Boltzmann Machine (CRBM)
was also deployed to learn features autonomously and extract

low-level features from unlabelled raw high-dimensional activity
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nputs. The developed model was able to recognize various basic
ctivities with high accuracy and also learn new ones.
In Seung et al. [192], semi-supervised active learning that

ombines semi-supervised learning with existing active learning
as proposed. This technique achieved 95.9% performance while
lso reducing labelling. In Bota et al. [193] a Semi-Supervised
ctive Learning based on Self-Training for Human Activity Recog-
ition that worked by using criteria to select the most rele-
ant samples for labelling and propagate their label to the most
onfident samples. The result showed that their method was
ble to achieve high accuracy, after reducing the number of
abelled data used for training by 89%. To tackle challenges asso-
iated with partly labelled data, limited deep learning architec-
ures that support semi-supervised learning and sequential de-
endency, among other limitations of semi-supervised learning;
elf-supervised learning technique was proposed.
Self-supervised learning entails pre-training a model on a

uge quantity of unlabelled data before adjusting it to the tar-
et task [39]. Self-supervised learning works by training data
i, together with its pseudo label Pi, while Pi is automatically
enerated for a pre-defined pretext task without any human
nnotation [40]. Recently, research in [98] proposed a method
or single sensor-based activity recognition trained from multiple
ensors. Although, these developments have improved state-of-
he-arts in HAR research; however, the number of fully labelled
ensor-based datasets available to train and develop HAR systems
s still minimal.

For example, [194], developed a multi-task self-supervised
earning model for HAR by using Transformation Prediction Net-
ork (TPN) as a multi-branch temporal convolutional neural net-
ork with a common trunk (shared layers) and a distinct head
private layers) for each task with a separate loss function. Preci-
ion, recall, F1-score and kappa score were considered as perfor-
ance metrics, and evaluation was done on six publicly available
earable sensor datasets (HHAR, MobiAct, MotionSense, WISDM,
CI HAR, and UniMiB). The results showed that the model per-
ormed better than supervised and semi-supervised methods.

Also, researchers have proposed contrastive learning. Con-
rastive learning models work by learning to extract represen-
ations by contrasting positive pairs, i.e. samples deemed to be
imilar against negative pairs. An example is in [195], where the
uthors adopted SimCLR, a contrastive learning technique com-
only used in visual representation. In order to adopt SimCLR for
earable sensors, the authors modified by adding random Gaus-
ian noise, randomly scrambling sections of signals, and reversing
he direction of time; among other modifications. A lightweight
eural network architecture, Transformation Prediction Network
TPN), which was proposed in [194] was used as the base encoder,
three-layer fully connected MultiLayer Perceptron was used as
he projection head, and the result showed a better performance
f 0.942 F1 score when compared to the supervised approach
hich recorded an F1 score of 0.922.
Even though self-supervised learning has achieved better per-

ormance in human activity recognition when compared to oth-
rs, it is only concerned about drawing conclusions from clas-
ification and regression. The desire to develop state-of-the-arts
earable sensor-based HAR systems using fully unlabelled data
as motivated researchers to develop HAR systems through un-
upervised learning techniques. The first attempt to propose
nsupervised learning for wearable sensor-based HAR systems
as in [196]. This has since changed the way researchers have
pproached developing state-of-the-arts wearable sensor-based
AR systems.
13
4. Unsupervised learning in wearable sensor-based HAR

Unsupervised learning is mainly used for exploratory data
analysis in order to find patterns in data [37], and recent advance-
ments have seen its applicability in wearable sensor-based HAR.
An example of an unsupervised learning technique in wearable
sensor-based HAR is in [197], where the authors developed an
unsupervised sensor-based HAR system using unlabelled data
obtained through wearable sensors. The researchers focused on
accurately classifying fully unlabelled wearable sensor data us-
ing the K-means clustering technique and built the model us-
ing Autoencoders. The Autoencoder is an unsupervised learning
framework for finding efficient data encodings. It encodes crucial
input properties into a hidden representation and then recon-
structs the inputs using the hidden representations. It is used for
dimension reduction, pre-training of deep hierarchical models,
and other things. The research tested a varying number of clusters
on publicly available datasets and obtained impressive accuracy.
However, locality preserving loss caused some closely related
activities to be located closely in the embedding space. Another
approach is the Deep belief Network (DBNs), which comprises
multiple layers of hidden units [198].

Research has shown that unsupervised techniques have ad-
dressed some of the challenges of supervised, semi-supervised
and self-supervised learning in HAR, especially in the area of
the insufficient labelled training dataset. However, wearable sen-
sor data quality is often poor, and missing data is common.
This can happen for various reasons, including an individual
not properly wearing a sensor or a malfunctioning sensor [184].
Similarly, sensor data may be very unbalanced due to large in-
dividual variations, with limited labels for some activities [187].
Because of these limitations, recent research has focused on train-
ing HAR models with a larger number of unlabelled wearable
sensor data without incurring more data collection costs. To
achieve this, some data augmentation methods have been pro-
posed. However, issues relating to temporal coherence, class im-
balance, and quality data clustering still linger, as unsupervised
learning relies heavily on quality clustering. These existing chal-
lenges have motivated recent research in unsupervised wearable
sensor-based human activity recognition. The existing state-of-
the-arts adopted in addressing these challenges are presented in
the next sub-sections.

4.1. Clustering in wearable sensor-based HAR

The purpose of clustering is to identify structure in unlabelled
data by objectively grouping data into homogeneous groups, with
the least within-group object similarity and the highest between-
group object dissimilarity [199]. As shown in Fig. 8, clustering
stages involves the feature selection stage, clustering method
selection stage, validation stage, and cluster result interpretation
stage.

Clustering can be done through Partitional method [36], hier-
archical method [200], diffuse method [201], methods based on
neural networks [202], evolutionary method [203], kernel-based
method [204], and spectral methods [205]. In the partitional
method, a single data partition is considered without the need
for a second sub-partition. The separation of groups in the form
of hypersurfaces is the outcome of this method. The fundamental
accomplishment of partition algorithms is to evaluate the dis-
tances between the processed items, which has a broad range
of applications in addressing various issues. Examples of this
method include the K-means algorithm [206], K-medoids [207],
CLARA, and CLARANS [208]. However, limitations such as weak
cluster descriptors and high sensitivity to the initialization phase,
noise, and outliers are attributed to this method.
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Fig. 8. Clustering stages.
Hierarchical methods [200] is designed to improve a spe-
ific function. Objects in the same cluster should be similar,
hereas those in other groupings should be as dissimilar as

easible. The key differences between the numerous algorithms
sed in this method are the measure of similarity and the criteria
sed to assess the overall quality of the grouping. Examples
nclude BIRCH [209], ROCK [210], and others. The limitation of
his method is the number of clusters that must be preset which
akes it relatively time-consuming. The diffuse method [201]

dentifies the many classes that represent the various functional
tates that exist in a system while considering the historical
ataset available. Expert personnel are required to determine the
egree of relationship of the selected classes. An example of this
s the Fuzzy C Means. The limitation of this method is that the
lustering result is susceptible to the initial parameters, and it
as limited scalability. Neural Networks methods [202] provides
more efficient and secure way to cluster large amounts of data.
typical example of this is the Self Organizing Maps [211]. The

imitation of this method is that it requires adequate neuron
eights to cluster input.
In Evolutionary methods [203], Heuristic objectives are used,

hich are then used to analyse the evolutionary process using dif-
erent types of computational models. Example of this is the Ge-
etic algorithms [212]. However, this method does not scale well
ith increasing complexity. In the Kernel-based method [204], a
eighted graph is built for the initial dataset, with each node rep-
esenting a pattern and each weighted edge changing the values
ased on that pattern. An example is the Kernel K-means [213],
hich has significant temporal complexity. Lastly, compared to
revious algorithms, spectral methods [205] are one of the most
urrent methods of executing clustering operations; they are
imple to implement and can efficiently handle problems under
inear algebraic criteria with extremely excellent performance.

In order to cluster time series data, the most used method is to
ompute a similarity measure between different time series and
hen use that value to produce either spherical cluster divisions or
on-spherical cluster partitions. Another common technique is to
xtract features from time series and then use those traits to clus-
er the data, either using a multinomial distribution (where the
umber of clusters is known ahead of time) or a Dirichlet Process
where the number of clusters is not known apriori). Some exist-
ng similarity metrics that are used to determine how similar or
issimilar distinct sensor-based time-series data are: Autocorre-
ation based distances, Normalized Compression Distance (NCD),
eriodogram-based distances (PER), Euclidean Distance (EUCL),
ompression-based dissimilarity measure, Dynamic Time Warp-
ng (DTW) measure, Discrete Wavelet Transform (DWT) measure,
orrelation-based dissimilarity (COR), Autocorrelation based dis-
imilarity (PACF), Complexity Invariant Distance (CID) measure,
ermutation Distribution Clustering (PDC), among others. Sensor-
ased data can be clustered using three main approaches; raw-
ata based, feature-based and model-based, as shown in Fig. 9.
he use of a reduced extracted feature set has also been shown
o increase the performance of clustering algorithms. For exam-
le, Dobbins & Rawassizadeh [214], used PCA Feature Selection
nd CFS to reduce extracted features by removing redundant
eatures. The features were then clustered using HCA, K-means
nd DBSCAN. By doing this, the accuracy of the resulting clusters
ncreased when compared to the baseline.
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Generally, unsupervised learning is heavily dependent on ef-
fective clustering. Examples can be seen in some unsupervised
wearable sensor-based HAR models such as Trabelsi et al. [215],
Kwon et al. [216], and also in Sheng and Huber [197], among
many others that are later discussed. A summary of some exist-
ing activity recognition models based on clustering is shown in
Table 9.

As shown in Table 9, varying clustering performance have
been achieved by the existing clustering models. This is because
some models were evaluated on datasets that contains more
activities, and also some factors associated with the method of
feature representation and extraction. To give more insight into
some of these factors, the existing works are later discussed in
details, together with their error sources.

In Trabelsi et al. [215], their model was based on employing
a Hidden Markov Model (HMM) in a multiple regression context
to jointly segment multidimensional time-series data. The model
was learned using the Expectation-Maximization (EM) algorithm
which is based on a Hidden Markov Model (HMM) in a multiple
regression context in an unsupervised setting with no activity
labels. The model took into account the data’s order of appear-
ance, and the most likely sequence of activities is then estimated
using the Viterbi algorithm. The model was modified to detect
actions accurately using temporal acceleration data. The results,
when tested against a supervised approach, showed improved
performance. However, the number of clusters in the data was
pre-determined, which is not feasible when dealing with a large
sensor-based HAR dataset. Kwon et al. [216], developed an unsu-
pervised model with no pre-determined number of clusters and
compared three clustering algorithms independently; K-means,
Mixture of Gaussian (GMM), Average-Linkage Hierarchical Ag-
glomerative Clustering (HIER), and DBSCAN. Experiments showed
that the K-means algorithm, GMM and HEIR showed a relatively
lower accuracy as the number of activities considered increased,
while DBSCAN achieved an accuracy of over 90%. However, issues
of low accuracy when the number of activities was increased
together with locality preserving loss were not addressed. Kafle
& Duo [217], proposed a heterogeneous clustering technique. To
avoid the problem of pre-specifying the number of clusters in the
dataset, the model performed clustering using a Bayesian semi-
parametric technique. The method uses the number of clusters
in the sensor-based HAR dataset as a model parameter. Exper-
iments showed that the model achieved an accuracy of 35%,
which performed better than some existing time series clustering
techniques. However, the model could only classify the dataset
into five clusters, the quantity of unlabelled data used was few,
and the clustering accuracy was relatively low. Also, the clusters
were not deployed in the training of a human activity recognition
system.

Mejia-Ricart et al. [220], compared the efficiency of k-means,
spectral clustering, hierarchical clustering (Ward’s Method and
Average Linking), DBSCAN and mean shift. The clustered unla-
belled dataset was compared to the labelled data, and the result
showed that DBSCAN and Mean Shift failed at clustering the
unlabelled data, as DBSCAN was overly stringent, ignoring many
sample windows as noise and failed to produce a significant clus-
ter. Clusters similar enough to be evaluated were also not found
using Average Linking or Mean Shift. However, Spectra C, Ward’s
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Fig. 9. Sensor-based dataset clustering approach [199].
Table 9
Clustering in Wearable Sensor-based HAR.
Authors Clustering method No. of

Activities
Results

Accuracy NMI Precision F1 Score

Trabelsi
et al. [215]

MHMMR 12 – – 89% –

Kwon et al.
[216]

K-Means, GMM, HEIR 5 71.98%, 90%,
79.98%

86.70%,
100%,
90.92%

– –

Kafle & Duo
[217]

Hierarchical
Heterogeneity

5 35% – – –

Ma et al.
[218]

CNN-BiLSTM
Autoencoder and
K-means

6, 6, 11 – 72.50% 70.70%

Qi et al. [3] Hierarchical K-medoids 5 96.55% – – 89.77%

He et al.
[219]

Wavelet Packet
Transform and
Half-cosine Fuzzy
Clustering

6 88.5% – – –

Mejia-Ricart
et al. [220]

Jun & Choi
[221]

Autoencoder &
K-means

4 96.0% 98.0% 95.0%

Sheng &
Huber [197]

Domain-Specific
Autoencoder &
K-means

12, 33, 6 92.11%,
71.49%,
80.73%

91.44%,
82.82%,
79.82%

– –

Bai et al.
[222]

Bi-LSTM Autoencoder 9 87% – – –

Abedin et al.
[223]

Multi-Task
Autoencoder & Deep
Sensory Clustering

6, 10, 12 75.41%,
53.48%,
56.85%

71.25%,
59.06%,
63.06%

– –

Konak et al.
[224]

K-means, DBSCAN, IIC 4 40.8%, 36.0% – –
method and K-Means were able to cluster the dataset, with K-
Means outperforming the other clustering algorithms. Abedin
et al. [223], proposed a deep sensory clustering model using raw
sensor data. The model used a recurrent multi-task autoencoder
to extract representations from sensor sequences. A 2-layer bi-
directional GRU with 256 hidden units was used in the encoder,
while the decoder used uni-directional connections. Clustering
assignment hardening was adopted for feature space refinement,
and the model was tested on three benchmarking datasets. Re-
sults showed a better clustering accuracy when compared to
traditional clustering techniques. Ma et al. [218] proposed an end-
to-end multi-task deep clustering framework. The researchers
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used a CNN-BiLSTM autoencoder to create a compressed latent
feature representation using unlabelled multi-dimensional sens-
ing data as input. The dataset was then partitioned into separate
groups using a K-means clustering technique based on the re-
trieved features, which produced pseudo labels for the instances.
These were then fed to Deep Neural Network to train the clas-
sifier for HAR. Experiments on three publicly available datasets
at various conditions showed that the model performed bet-
ter than existing supervised techniques. However, the clustering
quality was at 0.55 after 400 iterations, and the issue of temporal
differences in the clustered dataset was not addressed.
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Fig. 10. Generative Adversarial Networks.
Literature has shown that the more dataset used in training
a HAR model, the higher the chances of improving recognition
accuracy and that the adoption of unsupervised learning in wear-
able sensor-based HAR has proffer solutions to the challenges of
labelling wearable sensor data. However, issues such as insuffi-
cient unlabelled data, imbalanced data, and temporal coherence
leading to inaccurate clustering, among other challenges, are
still associated with unsupervised learning in wearable sensor-
based activity recognition. These constraints often lead to poor
predictive performance and a lack of model generalization. Using
data augmentation techniques to extend the data is one approach
to address this issue. For this reason, researchers have been mo-
tivated to propose sensor-data augmentation methods (synthetic
data generation) to obtain more wearable sensor-based datasets
without incurring additional costs.

4.2. Data augmentation in wearable sensor-based HAR

According to general studies, data augmentation (synthetic
data generation) can be done using Autoencoders and Generative
Adversarial Networks (GANs). Autoencoders learn the informative
representation of an input in a small dimensional space and
recover the encoded data as closely as feasible to the original.
They are made up of an encoder and decoder neural network.
However, they are not adopted in time series data generation
because synthetic data generated by AE tends to be of less quality,
while GANs are capable of generating high-quality synthetic time
series data [225].

Generative Adversarial Networks was first presented in Good-
fellow [226]. GANs function by establishing a competition be-
tween a generator and a discriminator, as shown in Fig. 10. The
generator creates samples that are expected to be verisimilar to
the training data. The discriminator inspects samples to deter-
mine if they are genuine or not. The generator aims to generate
verisimilar data until the discriminator is convinced that the gen-
erated data belongs to the same distribution as the training data.
Early adoption of GAN was in the generation of quality images,
and the success garnered with this has led to its adoption in
other domains such as speech enhancement [227] and language
generation [228], among other domains. The general objective
function of GAN where G is the generator, D is the discriminator,
z is an apriori distribution noise, pz (z) is fake data distribution,
and pdata (x) is real data distribution.

min
G

max
D

Ex∼pdata(x) [log (D (x))] + Ez∼pz(z) [log(1 − D (G(z)))]

The first adoption of GANs in sensor-based HAR can be seen
in [229], where a variant of GAN called SensoryGANs was pro-
posed. The recent adoption of GANs in wearable sensor-based
HAR has seen several variants of GANs proposed in generating
synthetic time series data. However, some limitations, such as
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non-convergence and mode collapse, are attributed to the GAN
architecture. Non-convergence occurs when the model does not
stabilize and continuously oscillates, causing it to diverge. Also,
mode collapse occurs when the generator collapses, thereby pro-
ducing only uniform samples with little to no variety. These
limitations have motivated various researchers to propose sev-
eral variants of GANs for wearable sensor-based HAR. An ex-
ample is in [230], where a variant of GANs is called an Infi-
nite Gaussian Mixture Model Generative Adversarial Networks
(IGGM-GAN). This model was developed to address issues related
to the anomaly in Human Activity datasets. The researcher stated
the limitation of other GANs architecture is based on their poor
performance in handling multimodal patterns.

The IGGM-GAN as shown in Fig. 11, which is an improvement
on the Bi-GAN model in [231] includes an encoder (E) that learns
the inverse of the generator. While the generator learns the
mapping from the latent dimension to data, the encoder will
then learn a mapping from data to the latent dimension. In [232],
an adaptive training ratio strategy was proposed to improve the
convergence rapidity and stability of an Enhanced Generative
Adversarial Network (EGAN) training process. Results confirm
the superior performance of the EGAN when tested with two
datasets. While most GANs are based on Long Short-Term Mem-
ory (LSTM), research in [233] presented a unified architecture
of GAN named ActivityGAN, that can effectively generate time-
series sensor data of human activities. This GAN variant employed
1D-CNN, 1D-transposed CNN, and a 2D-CNN to generate sensor
data of human activities without using LSTM or Recurrent Neural
Networks (RNN).

Literature has shown that several variants of GANs focus on
addressing a particular limitation of other GANs, limitations such
as; mode collapse, convergence issues, issues caused by base deep
learning architecture and limitations caused by training stabil-
ity. In [234], a deep learning-based architecture was presented
to generate a synthetic wearable sensory dataset. The model
comprises a generator that is a stack of various Long–Short-
Term-Memory (LSTM) networks and Mixture Density Network
(MDN), an LSTM network that functions as a discriminator model
to distinguish between real and synthetic sensor datasets. The
model was trained using a dataset of accelerometer traces ob-
tained through smartphones, and the evaluation result showed
that the model was able to distinguish between real and synthetic
data with an accuracy of 50%. Although this model is similar
to Generative Adversarial Network, adversarial training was not
considered, and the output of the discriminator was not used
to train the generator. Also, the researchers did not consider
developing a HAR model with the generated synthetic data.

Also in [235], a Wasserstein Generative Adversarial Network
(WGAN)-based approach for HAR was used to automatically syn-
thesize basic and complex unlabelled sensor data. The synthetic
data was assessed using Convolutional Neural Network (CNN)
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Fig. 11. The IGGM-GAN architecture [230].
nd Long Short-Term Memory (LSTM). The model was tested on
ublicly available datasets, and the performance of using WGAN
ugmented training data over imbalanced data was evaluated.
n F1 score of 0.85 was recorded in imbalanced data and 0.95
n WGAN generated synthetic data in the first dataset. For the
econd dataset, a 0.70 F1 score was recorded on imbalanced data,
hile the WGAN generated data had an F1 score of 0.77 when
NN activity classifier was used. In [236], a unified generative
odel was developed to generate verisimilar data of five basic
ctivities. The model was capable of generating data with similar
atterns and also data with diverse characteristics. The authors
enerated synthetic data for walking, jogging, lying down, cycling,
nd standing. The model was able to learn many activity classes of
ensor data simultaneously without experiencing mode collapse,
nd it achieved a classification accuracy of 85%.

. Future direction

The adoption of unsupervised learning in wearable sensor-
ased HAR has been presented, and the cogent aspect of the
earable sensor-based HAR process has been reviewed. For fu-
ure research, some grand areas where wearable sensor-based
AR researchers can focus are presented as follows:
i. Complex high-level activity dataset: The existing wearable

ensor datasets are generally focused on activities of daily living,
itchen activities, and exercise, among others. Datasets with more
omplex activities can be proposed.
ii. Clustering: Data clustering is the most critical aspect of un-

upervised learning. Even though recent researchers are propos-
ng multi-task deep clustering approaches, they have not been
ble to fully address temporal coherence and feature space local-
ty limitations, which are associated with wearable sensor-based
atasets. Future work can investigate the performance of the
nsemble of some clustering methods in addressing these issues
or unsupervised wearable sensor-based HAR.

iii. Synthetic data generation for complex activities: The con-
ept of generating synthetic data has been discussed in this
urvey; however, existing models have not been able to generate
uality synthetic complex and transitional activity data. Also,
he generated synthetic signals are of fixed length while some
ctivities especially the transitional activities have different time
ompletion. Moreover, activities are carried out in a continuous
anner such as from walking to standing followed by sitting.
hus, designing a generative model with attention decoder could
ontinuously generate signals with varying lengths. This area is
till open to extensive research.
iv. Complex future activity prediction: The concept of using

omplex wearable sensor-based HAR datasets to predict future
ctivities to be performed by a subject has not yet been explored.
his can be valuable in various domains such as sports (boxing,
awn tennis) and many other areas.
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6. Conclusion

This survey discusses the adoption of unsupervised learning
in wearable sensor-based activity recognition. Each process of
wearable sensor-based activity recognition has been discussed
with regard to the evolution of sensor-based HAR, manual and
automatic feature extraction methods, data segmentation meth-
ods and the existing classification methods employed in achieving
state-of-the-art. We collate thirty-three wearable sensor-based
HAR datasets that researchers can use to evaluate their models
and also presented the properties, activity class and the number
of research papers that have benchmarked their models on each
dataset. Furthermore, the state-of-the-art approaches in unsuper-
vised learning of wearable sensor-based activity recognition were
also discussed, and we reviewed various clustering methods and
the existing methods adopted in addressing imbalanced dataset
issues, temporal coherence issues, and class imbalance through
data augmentation, and the state-of-the-art in achieving this was
also presented. Finally, we presented some future research areas
which wearable sensor-based activity recognition researchers can
explore. By doing this, we have been able to contribute to the
gap of unavailability of survey papers addressing these areas. The
information in this survey will serve as background literature
and effectively aid researchers on the issues to address in order
to develop next-generation state-of-the-art activity recognition
models.
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